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Abstract 

This research work relies on kernel regression methods for constructing nonlinear regression models. These models can 

be used to solve function approximation tasks in construction engineering. The newly developed software program was 

developed with the Visual C# .NET. The program has been tested with the task of estimating the punching shear 

strength of steel fibre reinforced concrete slab. 

Keywords: Construction engineering; Kernel function; Polynomial kernel; Radial basis function kernel; Regression 

analysis. 

Tóm tắt 

Nghiên cứu của chúng tôi sử dụng phương pháp hồi quy dựa trên các hàm nhân để xây dựng các mô hình phân tích dữ 

liệu. Chương trình phần mềm dựa trên các phương pháp hồi quy này đã được xây dựng với ngôn ngữ Visual C# và nền 

tảng .NET. Chương trình tính toán đã được kiểm chứng qua việc ước tính khả năng chịu chọc thủng của sàn bê tông 

được gia cường bằng sợi thép. 

Từ khóa: Kỹ thuật xây dựng; Phương pháp hàm nhân; Hàm nhân bậc cao; Hàm nhân Gaussian; Phân tích hồi quy. 

1. Introduction 

Regression analysis refers to the statistical 

method used for studying the relationship 

between a response variable (also called a 

dependent variable) and one or more 

independent variables (often called predictor or 

explanatory variables) [1]. The most common 

and straight-forward form of regression 

analysis is linear regression, in which a line or a 

hyper-plane is used to fit the collected data. 

However, linear models generally have limiting 

capability in dealing with data generated from  
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complex engineering processes. In civil 

engineering, regression analysis often involves 

the study of complex relationships between a 

response variable and multiple explanatory 

variables. Such relationships are often very 

sophisticated and highly nonlinear. Hence, 

advanced nonlinear regression methods, such as 

neural network [2-4], piece-wise linear 

regression [5, 6], and kernel regression models 

[7, 8], are often employed to fit the collected 

data. 

In this study, we focus on the application of 

the kernel regression models for analyzing data 

in civil engineering. A kernel regression model 

(KRM) is an approach used for extending a 

linear regression model into nonlinear 

regression via the used of nonlinear 

transformation of the original explanatory 

variables [9]. This nonlinear transformation is 

applied to the independent variables before the 

linear regression is performed. The training 

process of a kernel regression model involves 

dealing with a square matrix. This fact enables 

this model to effectively handle a large number 

of data instances with low computational cost. 

Previous works show that the KRM can be 

faster than the popular support vector machine 

provided by Scikit-learn package [9]. In 

addition, one notable advantage of the KRM is 

that its training phase involves solving a convex 

optimization problem instead of complex loss 

landscapes of neural networks. The KRM also 

offers a certain degree of interpretability of the 

constructed model because a prediction on a 

novel data sample is essentially a weighted 

linear combination of the responses of the 

training samples [9]. This fact facilitates the 

model interpretation in the sense that we can 

inspect which training samples are the most 

influential with respect to a new inquiry. 

With such motivations, this paper constructs 

and verifies a computer program based on the 

KRM. This program was developed and 

compiled with the Visual C# .NET to facilitate 

its practical applications. The newly developed 

program was tested with the task of modeling 

the punching shear strength of steel fibre 

reinforced concrete slab. 

2. The kernel regression approach 

As stated earlier, to extend a linear 

regression model into a nonlinear regression 

one, we can apply a nonlinear transformation 

()  to the original explanatory variables before 

performing data fitting process. The loss 

function used for constructing the regression 

model can be expressed as follows [9]: 
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 , the above 

equation is equivalent to the following one:  
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Therefore, the problem of minimizing L(w) 

over all w is converted into the task of 

minimizing the loss function L over all β. In 

addition, it is only required to know the inner 

product  )(),( )()1( ixx   to construct the 

regression model. This inner product is denoted 

as a kernel 

function  )(),(),( )()()()( jiji xxxxK  . Hence, 

via a suitable selection of the feature 
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transformation, it is able to fit a nonlinear 

dataset using a linear regression model. The 

feature transformation is governed by kernel 

functions [9]. In this study, we utilize the two 

commonly used kernel functions: the 

polynomial kernel function (PKF) and the 

radial basis kernel function (RBKF). The model 

construction phases of the KRM using the two 

kernel functions, coded in Visual C# .NET, are 

demonstrated in Fig. 2.1 and Fig. 2.2.  

To summarize, the model construction phase 

of a KRM is executed in the following steps 

[7]: 

(i) Construct the standard kernel matrix: 

njiji xxKK ,...,2,1,)},({   

(ii) Construct the augmented kernel matrix: 

1
~

KK  

(iii) Compute the mixture coefficient  

(a model’s parameters): YIK 1)
~

(    

For a testing sample z, its corresponding 

response variable is computed as follows [7]: 

nijz xzKK ,...,2,1)},(1{
~

                           (4) 

z

T Ky                   (5) 

For the degree-d polynomials, the PKF is 

defined in the following equation: 

dT cyxyxK )(),(                 (6) 

where c and d are the two hyper-parameters of 

this kernel function. 

The RBFK is defined as follows: 
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where  is the hyper-parameter of this kernel 

function.. 

 

 

Fig. 2.1. The function used to fit the PKRM 
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Fig. 2.2. The function used to fit the RBFKRM 

3. Program application 

In this section, the performance of the KRM, 

developed with Visual C# .NET, is verified by 

a regression analysis task. The graphical user 

interface of the program is illustrated in Fig. 

3.1. The user needs to prepare two .csv files 

that store the training and testing datasets. It is 

noted that in each .csv file, the last column of 

the dataset is the response variable. The other 

columns store the explanatory variables. The 

user can also select the kernel functions (either 

the PKF or the RBFK). Herein, the KRM is 

used to model punching shear strength of steel 

fibre reinforced concrete slab. A dataset, 

collected from [10], is employed to train and 

test the KRM.  This dataset, consisting of 140 

samples, is randomly divided into a training set 

(90%) and a testing set (10%). It is noted that 

the explanatory variables includes slab depth, 

effective depth of the slab, length or radius of 

the loading pad or column, compressive 

strength of concrete, the reinforcement ratio, 

and the fibre volume. To negate the effect of 

randomness in data sampling process, the 

processes of model training and testing were 

performed 30 times. In addition, the 

conventional Multiple Linear Regression 

(MLR) model was used as a benchmark 

approach. It is also noted that the KRMs and 

the MLR use Z-score equation to normalize the 

original dataset. Additionally, five-fold cross 

validation processes are used to determine the 

hyper-parameters of the KRMs. 

Table 1. Experimental results 

Metrics 
PKRM RBFKRM MLR 

Mean Std Mean Std Mean Std 

RMSE 36.47 14.78 29.72 7.06 43.05 8.76 

MAPE 11.40 2.59 11.27 4.06 18.14 4.73 

R2 0.83 0.15 0.89 0.05 0.79 0.10 
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The experimental results are reported in 

Table 3. Herein, PKRM, RBFKRM, and MLR 

stand for Polynomial Kernel Regression Model, 

Radial Basis Function Kernel Regression 

Model, and Multiple Linear Regression Model, 

respectively. Std denotes the standard deviation 

of the results obtained from 30 independent 

runs. The Root Mean Square Error (RMSE), 

Mean Absolute Percentage Error (MAPE), and 

coefficient of determination (R2) are used to 

measure the models’ performance. As can be 

observed from this table, the RBFKRM has 

attained the best performance with RMSE = 

29.72, MAPE = 11.27%, and R2 = 0.89. The 

result of the RBFKRM is better than that of the 

PKRM, which obtained RMSE = 36.47, MAPE 

= 11.40%, and R2 = 0.83. The two KRMs are 

also better than the MLR (RMSE = 43.05, 

MAPE = 18.14%, and R2 = 0.79). Hence, the 

RBFKRM obtained a roughly 31% 

improvement in comparison with the 

conventional linear regression model. 

Moreover, using RBFKRM, the percentage of 

variance of the response variable explained by 

the regression model is enhanced by 10%. The 

prediction performances of the two KRMs and 

the MLR are further depicted in Fig. 3.2, 3.3, 

and 3.4. 

 

Fig. 3.1. Graphical user interface of the developed kernel regression program 
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Fig. 3.2. Prediction performance of the M LR 

 

 

Fig. 3.3. Prediction performance of the PKRM 

 



Hoang Nhat Duc, Nguyen Quoc Lam / Tạp chí Khoa học và Công nghệ Đại học Duy Tân 01(56) (2023) 47-53 53 

 

Fig. 3.4. Prediction performance of the RBFKRM 

4. Conclusion 

This paper has constructed and verified a 

KRM based on the PKF and RBFK for 

performing nonlinear regression analysis. The 

new approach was developed in Visual C# .NET 

and tested with the task of modeling the 

punching shear strength of steel fibre reinforced 

concrete slab. It is expected that this computer 

program based on the KRM can be a useful tool 

to assist construction engineers in various data 

modeling tasks. 

Supplementary material 

The developed program has been deposited at: 

https://github.com/NhatDucHoang/Krm_V1.0. 
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