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Abstract

Regression analysis is an important task in civil engineering which depends significantly on knowledge extracted from
experimental data. This study develops a computer program and implements the iteratively reweighted least squares
(IRLS) used for fitting multiple linear regression models. The capability of the combined model, IRMLR, is
demonstrated using two artificial datasets and two real-world applications. The results indicate that the IRMLR model
can be a useful tool to assist civil engineers in the task of data modeling.
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Tom tat

Phén tich hdi quy 13 mot nhiém vu quan trong trong nganh k¥ thuét xay dung vén phu thudc dang ké vao kién thirc rat
ra tu dit liéu thyc nghiém. Nghién clru nay phat trién mot chuong trinh tinh toan dya trén thuat toan binh phuong nho
nhét ¢ trong s6 1ap lai (IRLS) duoc sir dung dé xay dung cac mo hinh hdi quy tuyén tinh. Tinh ¢mg dung ctia md hinh
két hop, IRMLR, dugc minh ching qua hai bg dir liéu mo phong va hai g dung thuc té. Do d6, mé hinh héi quy dua
trén IRMLR c6 thé 1a mot cong cu hiru ich dé hd trg cac k¥ su dan dung trong cong viéc mé hinh hoa dir liéu.

Tir khéa: Phén tich hdi quy; Binh phuong nho nhat ¢6 trong s6 lap lai; K thuat xay dung; Hoi quy tuyén tinh.

1. Introduction

In the field of civil engineering, the task of
mining knowledge hidden in experimental data
is crucial. Herein, the problem of non-linear
function approximation is particularly important

for many civil engineering sub-fields such as
structural ~ engineering  [1-3],  hydraulic
engineering [4-6], construction material [7-9],
building energy [10], etc. Based on collected
datasets, analyzers can examine the associations
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among variables. Knowledge regarding these
associations can be very helpful for predicting
quantities or variables of interest [11-13].

Regression analysis models provide a sound
method for appraising association among
variables and for deriving a robust predictive
equation/formula used for prediction [14, 15].
The conventional linear regression is a basic
model. It is still widely used for examining
variable associations as well as constructing
simple and transparent predictive equations.
Although the prediction accuracy of this
approach is inferior to sophisticated nonlinear
methods (e.g. artificial neural network [16, 17],
piecewise linear regression [3, 18], support
vector regression [19-22], etc.), the linear
regression often serves as a base model used for
result comparison and inspecting the
nonlinearity property of datasets.

The traditional ordinary least squares (OLS)
approach is widely employed to estimate the
parameters of linear regression models.
However, this approach is sensitive to outliers
and the prediction performance of the models
established by the OLS can be poor in the
testing phase [11]. To deal with such issues,
researchers often resort to the iteratively
reweighted least squares (IRLS) as an
alternative to the OLS [14]. The IRLS is a
robust regression approach to reduce the
influence of outliers by using a weight value
associated with a data point [23]. Although the
IRLS is a well-known method in statistics, its
applications in the field of civil engineering are
somehow limited. Therefore, this study
develops a computer program based on the
IRLS and applies this program in modeling
several experimental datasets. The computer
program is developed using Visual C# .NET
and the performance of the IRLS model is
compared to that of the model built by the OLS
approach.

2. lteratively Reweighted Multiple Linear
Regression

A general linear regression model can be
stated as follows [11]:

Y=XB+e (1)

where Y is the response variable. X is the
explanatory variable used to derive predictions
of Y.

We define a diagonal matrix W within which
entries inside its main diagonal is the weight
associated with individual data samples. An
entry inside the main diagonal of W is
computed as follows:

1

= = 2
" max(6 A, ) @

where A, denotes residual of the i data sample
ando = 0.0001 is a small number used for
ensuring numerical stability.

When W is available, we can estimate the
model parameter £ as follows [23]:

B =(XTWX)™XTWY 3)
The calculation steps of an lteratively
Reweighted Multiple Linear Regression

(IRMLR) model can be summarized in Fig. 1.

While convergence is not achieved

(1) Initialize W with wj = 1 and estimate
A, using the OLS method

(i) Update W according to Eq. (2)

(ili) Compute the model parameter f
according to Eq. (3)

(iv) Evaluate convergence status
End While
Return the IRMLR model

Fig. 1. The IRMLR construction phase
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It is noted that to evaluate the convergence
of the model construction phase, this study
employs the following criteria:

Criteria 1: |®],<0.00001 (4)

where ® denotes the difference between 2
consecutive vector S .

Criteria 2: iter < MaxlterNumber 5)

where iter and MaxIterNumber denote the
current number of iterations and the pre-specified
maximum number of iterations.

3. Model Applications

In this section of the article, we develop the
aforementioned IRMLR model with Visual C#.
NET and apply it to solve 5 data modeling
tasks. The C# code used for constructing the
model is written by the author. The procedures
used for training and implementing an IRMLR
model are illustrated in Fig. 2. The program has
been developed and compiled via a Console
App (NET framework 4.7.2). The program
interface is demonstrated in Fig. 3.

var Train_Result = Train_IRL(Xtr, Ttr, MaxIter, ©.00001);

var Model = Train_Result[@];

var TrackTrainingMse = Train_Result[1];
MyMatrix.WriteMatrixToCsvFile(TrackTrainingMse, SaveResultlLoc +

"TrackTrainingwRmse.csv");

var Ytr
var Yte

Predict(Model, Xtr);
Predict(Model, Xte);

Fig. 2. lllustration of the model training and prediction processes

squares for reg

eg. D:/

RMSE -MAE -MAPE -R"2

MSE -MAE -MAPE-R™2

cion analysis

csvFiles/Appl_TrainData.csv)

LS_MLR_Appl/)

Fig. 3 The program interface

3.1. Application 1

In the first application, the model is applied
to model an artificial dataset generated via the
following rule:

Y =0.5X+1+r/50 (6)

where r denotes a Gaussian random variable
with mean = 0 and standard deviation = 1.
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The noise components of the 1th, 10th, and
15th data samples are intentionally inflated to
mimic the effect of outlier as follows:

Training Data

0 0.2 0.4 0.6 0.8
X

Y =0.5X +1+r/10 (7)

Testing Data

0 0.2 0.4 086 08 1
X

Fig. 4. Prediction results of the 1% application

The IRMLR founds the model parameter as
follows: Bo = 0.500531 and B1 = 0.99499. The
prediction result is graphically shown in Fig. 4.
It is noted that both of the training and testing
datasets include 50 samples. The testing
RMSE, MAPE, and R? of the IRMLR are
0.021667,  1.391198%, and  0.978351,
respectively. These outcome is better than those
of the OLS method with RMSE = 0.022105,
MAPE = 1.420004%, and R? = 0.977568.

3.2 Application 2

In the second application, the model is
applied to model another artificial dataset
generated via the following rule:

Y =35+2X,-3X,+r/5  (8)

where r denotes a Gaussian random variable
with mean = 0 and standard deviation = 1.

The noise components of the 1th, 10th, and
15th data samples are multiplied by 1.2 to
imitate the effect of outliers on the model
training process. The IRMLR founds the model
parameter as follows: Po = 3.768626, P1 =
1.75307, and B2 = -3.26391. The prediction
result is graphically shown in Fig. 5. The
testing RMSE, MAPE, and R? of the IRMLR
are 0.200155, 7.218727%, and 0.971423,
respectively. This performance is better than
that of the OLS method with RMSE =
0.279036, MAPE = 10.16683%, and R?
0.954332.
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Fig. 5. Prediction results of the 2" application

3.3. Application 3

In this application, the model is used for
predicting the undrained lateral load capacity of
pile in clay. The dataset is collected by [24] and
compiled in [25]. Diameter of pile, depth of pile
embedment, eccentric of load, and undrained
shear strength of soil are explanatory variables.
This dataset consists of 38 samples. This study

Training Data

employs 35 samples as training data and 4
samples as testing data. The training and
prediction results of the IRMLR model are
shown in Fig. 6. The testing performance of this
model (RMSE = 6.146797, MAPE = 11.2392%,
and R? = 0.811734) is better than that of the
OLS based model (RMSE =9.987739, MAPE =
19.04094%, and R? = 0.568654).
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Fig. 6. Prediction results of the 3" application

3.4 Application 4

In this application, a data set of soil shear
strength experiment [26] is used to train and
validate the prediction model. The dataset has
been collected during the geotechnical
investigation phase of the Le Trong Tan

Geleximco Project. The explanatory factors are
(1) depth of sample (m), (2) sand percentage
(%), (3) loam percentage (%), (4) clay
percentage (%), (5) moisture content percentage
(%), (6) wet density (g/cm3), (7) dry density
(g/cm3), (8) void ratio, (9) liquid limit (%),



Hoang Nhat Duc / Tap chi Khoa hoc va Cong nghé Pai hoc Duy Tan 02(45) (2021) 16-22 21

(10) plastic limit (%), (11) plastic index (%), and
(12) liquidity index. The soil shear strength is
the modeled variable. In total, there are 249
samples used for model training and testing
(refer to Fig. 7). The testing performance of the

IRMLR model is as follows: RMSE = 0.035912,
MAPE = 8.07538%, and R? = 0.780765. The
testing performance of the OLS based model is
as follows: RMSE = 0.036549, MAPE =
8.178282%, and R? = 0.755294.
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Fig. 7. Prediction results of the 5™ application

4. Concluding remarks

Regression analysis is a crucial task in civil
engineering which depends significantly on
knowledge extracted from experimental data.
Compared to the OLS based model, the IRMLR
shows better capability in dealing with noisy
data. Using experimental results with two
artificial ~ datasets and two real-world
applications, the advantages of the IRMLR is
clearly demonstrated. To facilitate the
implementation of the model, this study has
developed a computer program that is based on
the IRMLR model. The program has been
constructed with Visual C# .NET and can be
openly downloaded. Future extensions of the
current work may include the applying the
IRMLR program to model other datasets in the
field of civil engineering and investigation of

other sophisticated approaches used for robust
regression.

Supplementary materials

The compiled program and the experimental

datasets can be accessed via:
https://github.com/NDHoangDTU/IRWLS_MLR
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