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Abstract

This paper constructs linear regression models for estimating the compressive strength (CS) of rice husk ash (RHA)-
blended concrete. The conventional multiple linear regression model and multivariate power function-based model are
employed. Experimental results show that the performance of the latter is better than that of the former. The
multivariate power function-based regression model can achieve good prediction results with a mean absolute
percentage error of 14%. This model can provide explanation for roughly 84% of the sample variation in the CS.
Prediction intervals are also computed in addition to point estimations of the CS. The models are coded in Python to
support their implementations.
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Tém tit

Bai bdo nay xdy dung md hinh hdi quy tuyén tinh dé ude lugng cudng do chiu nén (CS) cua bé tong tron tro trdu. Mo
hinh héi quy tuyén tinh truyén thong va m6 hinh dya trén ham mi da bién da duogc st dung. Két qua tinh toan cho thay
mo hinh st dung ham ma da blen’ cho két qua tot hon mé hinh hdi quy thong thuong. Mo hinh hdi quy nay c6 thé dat
dugce ket qua dy bdo tot v6i sai sO phan trdm tuyét doi trung binh la 14%. M6 hinh nay c6 thé giai thich khoang 84%
dao dong cua cudng do chiu nén cua bé tong. Ket qua dy doan theo khoang cling dugc tinh hop trong mé hinh st dung
ham mii da bién. Cac mo hinh nay da dugc xay dung véi Python dé co6 thé duge st dung mdt cach thuén tién.

Tir khéa: M6 hinh tuyén tinh, phéan tich hdi quy, tro triu, cudng do bé tong, Python.

1. Introduction high pozzolanic activity, and a smaller carbon
Rice husk ash (RHA) is a very attractive footprlnt‘ corrhlpared to orlelary Portlgnd ceme%lt
[1]. Estimating the CS is a crucial task in
concrete mix design. Based on records of

testing results, it is able to establish data-driven

partial replacement for ordinary cement in
agricultural producing countries. This material
has been shown to have a high silica content,

*Corresponding Author: Hoang Nhat Duc
Email: hoangnhatduc@duytan.edu.vn


mailto:hoangnhatduc@duytan.edu.vn

40 Hoang Nhat Duc, Nguyen Quoc Lam / Tap chi Khoa hoc va Cong nghé Bai hoc Duy Tan 5(60) (2023) 39-43

approaches to predict this mechanical
parameter of RHA-blended concrete mixtures.
These approaches can immensely help reduce
time and effort required in sample casting and

testing procedures.

This study focuses on multiple linear
regression (MLR) models to construct data-
driven methods for the task of interest.
Regression analysis generally refers to the
process of establishing a mathematical model
that best fits a set of collected data samples [4].
Herein, the modeled variable or response
variable is the CS. The variables, including the
mixture’s component and concrete age, are
used as independent variables. In addition, this
study also relies on the MLR that is based on a
multivariate power function [6]. This method
can be used to explain the nonlinear
relationship  between the response and
independent variables. A dataset, including 349
samples and 7 independent variables, are used

to train and test the MLR models.
2. Research method
2.1. Multiple linear regression model

The general form of a MLR model is given
by [4]:

Y:Z,BdXd (1)

where Y denotes the estimated CS value; D is
the number of independent variables; Xu (d =
1,2,...,D) is an independent variable and Xo is
always 1, which accounts for the bias term; £
denotes the parameters of the MLR model.

Using the least squares method, the model’s
parameters can be estimated as follows:

B=X"X)'X"Y
where X is the matrix of independent variables,
including the bias terms.

2.2, Multivariate
multiple linear regression model

power  function-based

It is worth
aforementioned MLR model, the variable Xu
can be a function of other variables. Herein, the

linearity refers to the parameters of the model,

noticing that in the

not its variables [5]. Based on that notion, a
multivariate power function (MPF) can be used
to cope with the nonlinearity in a dataset. The
MPF-based MLR model is given by [6]:

Y=4]1x/ )
d=1

Using the laws of logarithms, it is able to
express the model as follows:

log(Y) =log(5)) + B, Z log(X,) 3)

Let Y1r be log(Y)and Xutr be log(Xa), the
aforementioned model can be neatly stated as
follows:

D
Yip = :Bd Z X d,TF
=0 (4)
The least squares method can be again used
to compute the parameter of the MPF-based
MLR model. In addition, because the logarithm
and the exponential are inverse functions, to
convert the transformed CS value into the
original value, the following equation is used:

Y =exp(Yy) )

2.3. Prediction interval for a compressive
strength value

To account for the uncertainty in CS
estimation, the method used for deriving its
prediction interval can be used. A prediction
interval for the CS of a novel mixture Xnew 1s
given by [2,4]:

PI=Y,, +t,_(1 —%)& 1+ X (X7 X) " x, (6)
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a .
where 7, (1—3) denotes the t-multiplier,

which is inverse of the Student’s ¢ distribution
function with »— pdegrees of freedom and
« critical value. For instance, to compute a
95% prediction interval, a critical value of o =
0.05 can be used. Hence, for a 95% prediction

e

interval, 5 =1-0.025=0.975. Moreover,

o’ represents the variance of random errors

(&)

In addition, the variance of random errors is
unknown and must be estimated from the data.
Herein, o is best estimated via the sum of
squares error (SSE) [4] as follows:

) SSE

Y TN+ ™

where s’is the estimated value of o?; N is the
number of samples; D is the number of
independent variables. The term s is also
known as the estimated standard error of the
model.

The term SSE is computed as follows:

SSE=Y(T,- 1) @®)

where T; and Y are actual and estimated CS
values, respectively.

3. Results and discussions

To train and test the performance of the
MLR models, a dataset, including 349 samples
and 7 independent variables, is used. The
dataset was compiled in [3]. The original
dataset consists of 527 samples. To avoid the
computing of the logarithm of Os as required by
the MPF-based MLR model, all records that
contain 0 elements are cast The
independent variables include the content of
cement RHA, water, fine aggregate, coarse
aggregate, superplasticizer, and age of concrete.
It is noted that 90% of the data samples are
employed for training the models and the rest
of the dataset is reserved for testing the
established models. Moreover, the mean
percentage error (MAPE), the
coefficient of determination (R?), and the

out.

absolute

coefficient of variation (CV) are computed to
inspect the models’ performance [4]. In
addition, the models are coded in Python to
support its implementation (refer to Fig. 3.1).
The functions used for computing s and the
prediction interval are demonstrated in Fig. 3.2.

MultipleLinearRegressionModel:

__init_ (self):

self.beta = np.zeros((1,1)

self.name = 'Multiple Linear Regression Model'
self.R2 =

Predict (self, Xte):
Nte = Xte.shape[0]

biasMat te = np.ones((Nte,1l))
Xab te = np.hstack((biasMat te, Xte))

Yte = np.matmul (Xab_te,

Yte

Train(self, Xtr, Ttr):

Ntr= len(Ttr)

self.beta)

biasMat_tr = np.ones((Ntr,1))

Xab_tr = np.hstack((biasMat_tr, Xtr))

self.beta = np.transpose (Compute beta(Xab tr, Ttr))
Ytr = self.Predict (Xtr)

self.R2 = r2 score(Ttr,Ytr)

Fig. 3.1 The model’s class coded in Python
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Compute s(self, Ttr, Ytr):

# Estimated standard deviation of error

SSE = np.sum((Ytr — Ttr)**2)
N = len(Ttr)
D = Xtr.shape[l] + 1
32 = SSE/ (N-D-1)
5 = np.sqrt(s2)
s

(2)

Compute Bound(self, X, s, Level):
# Level = 0.95
N = X.shape[0]
biasMat = np.ones((N,1))
Xab = np.hstack((biasMat, X))
Bound = np.zeros (N)
alpha = Level + (1 - Lewvel)/2 # 0.975
D = ¥X.shape[l] + 1
scipy.stats t

Xt = np.transpose (Xab)
XtX = np.matmul (Xt, Xab)
Xt¥X inv = np.linalg.pinv (XtX)

i range (N) :

st = t.ppf(alpha, N-D-1) # 95% PT
®x i = Xab[i, :]

K np.matmul (x i, XtX inv)
H np.matmul (K, np.transpose(x 1i))
Bound[i] = st * 5 *np.sgrt(l + H)

Bound

(b)

Fig. 3.2 The supporting functions: (a) computing s and (b) prediction interval calculation

Table 1. Result comparison

Metrics MLR MPF
MAPE (%) 30.71 14.30
R? 0.60 0.84
COV (%) 37.54 23.78
Prediction results
1204 Actual CS (T)
--=- Predicted CS (Y)
o 1001 70% Prediction interval
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Fig. 3.3 Interval estimation of the CS of RHA-blended concrete

The prediction performances of the two
linear models are summarized in Table 1. The
standard MLR obtains a MAPE of 30.71% and
a COV of 37.54%. It can explain roughly 60%
of the variation in the CS of concrete mixes.
The MPF-based model achieves a MAPE of
14.30% and a COV of 23.78%. The proportion
of variation in the CS that can be explained by
this model is roughly 84%. Hence, the
performance of the MPF-based model is
significantly better than the regular MLR
model. This outcome can be attributed to the
fact that the MPF-based model can better deal

with nonlinearity in the collected dataset via the
employed data transformation. The results
coupled with prediction intervals of the MPF-
based model is provided in Fig. 3.3. Herein, a
confidence level of 70% is used. The result
shows that the average width of the prediction
interval 1s 27.55 MPa and the proportion of the
testing data samples that lie within the interval
is roughly 83%.

4. Conclusions

This paper utilizes linear regression models

for estimating the CS of RHA-blended
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concrete. Experimental results point out good
performance of the MPF-based model which
attains a MAPE of 14.30%, a COV of 23.78%,
and a R? of 0.84. Accordingly, about 84% of
the sample variation in the CS can be explained
by the independent variables and the
established model. Besides, the MPF-based
model has been coded in Python to support its
implementations. One advantage of this model
is that its prediction interval can be easily
derived from the formulation of the
conventional MLR model. Presenting the
estimated results with prediction intervals is
very useful for mix design process because they
account for the uncertainty in CS of RHA-
blended concrete. Future extensions of this
work may include the use of other nonlinear
methods (e.g. neural networks) as well as
advanced  approaches  for

prediction intervals.

constructing

Supplementary material

The Python code and the dataset used to
support the findings of this study have been

deposited in the Github repository at:
https://github.com/NhatDucHoang/LM_ RHAC.
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