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Abstract

This article presents the method for training a deep artificial neural network (DANN) for regression analysis; this
method is based on the generalized delta rule. To illustrate the rule, a DANN with two hidden layers is used. The
model’s construction is described in the form of mathematical equations. Subsequently, a DANN program is written in
Visual C# .NET. This program is tested with the task of estimating the shear strength of soil samples.
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Tom tit

Bai bao nay trinh bay phuong phap huén luyén mét mang no-ron than kinh nhan tao sau dung cho phan tich hoi quy.
Phuong phap nay dugc xay dung dua trén quy tac delta khai quat. D& minh hoa cach sir dung quy luit, mot mang no ron
than kinh vé6i hai 16p an duogc sir dung. Cach thirc huan luyén mé hinh dugc mo ta dudi dang cac cong thirc toan hoc.
Sau d6, mot chuong trinh phian mém da dugc phat trién v6i ngdn ngit Visual C#. NET. Chuong trinh nay dwoc sir dung
dé duy béo sirc khang cét ciia mau dét.

Tir khéa: Mang no-ron thin kinh nhan tao sau; Phén tich hdi quy; Strc khang cit cua dit; Quy tic delta khai quat.

1. Introduction materials [1-5], structural analyses [6-8],

Artificial neural network (ANN) is an  geotechnical engineering [9-15]. Particularly
important tool for researchers in the field of  for regression analysis, the task of interest is to
construction  engineering. These machine  construct an ANN model that can well predict
learning approaches were used successfully in  the value of a dependent variable. This model
various sub-fields, including construction  should be able to learn and generalize the
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mapping relationship between this dependent
variable and a set of influencing factors (also
called predictor variables).

Recently, deep learning has increasingly
attracted the attention of the research
community in the task of regression analysis
[11, 16]. Successful implementations of various
deep artificial neural network (DANN) models
have been reported [16-18]. The success of
DANN models can be explained by their
outstanding capability of feature engineering
and generalization. The deep structure of these
models can be understood as a complex feature
engineering operator, in which increasingly
informative features are constructed from raw
datasets [19]. In addition, the stacking of
multiple layers can be used as a form of model
regularization because a single layer must
operate in accordance with its preceding and
succeeding layers. Therefore, providing that
there are sufficient training samples, DANN
provides many advantages over shallow ANN.

The goal of the training phase of a DANN
model is to minimize the output errors on a
dataset via the adjustment of the network
weights [20-22]. The squared error loss (SEL)
function is often used for regression analysis
[21]. Using SEL, an algorithm based on a
stochastic gradient-descent (SGD) can be used
to train the DANN. The SGD performs
gradient-descent updates with respect to a set of
randomly created network weights. Since the
number of weights in a DANN is large, the
process of updating those weights is
complicated. The generalized delta rule [23]
can be used to neatly summarize the way of
updating the network’s weights as follows:

W=W+axAxZ 1)
where A=¢'(v{")xel"; o is the learning rate;
e}"denqtes the error of the neuron j at the layer
i. (o'(vj')) represents the derivative of the

activation function with respect to the weighted
sum of the inputs VE') .

Most importantly, the generalized delta rule
significantly eases the formulation of the error
back-propagation via the following rule: The
error of the neuron j at the layer i (el") is
computed by the errors of the previous neurons
multiplied by their connecting weights. With a
DANN, there are multiple hidden layers.
Therefore, the quantity of A and e must be
calculated for each neuron in a layer. Fig. 1.1
demonstrates the generalized delta rule used for
computing the error (e) of a neuron with respect
to the errors of the neurons in the succeeding
layer. Herein, e”and e{” are known. e is
computed as follows:

@) _ A2 (2) (2) (2)
€ =6 XW 67 X Wy 2)

Layer 2

Fig. 1.1 Computing the error (e) of a neuron with respect
to the errors of the neurons in the succeeding layer

2. Training a deep neural network

The previous section has described the
method used to compute the error terms of a
neuron with respect to the error terms of the
neuron in the succeeding layer. This section
presents the generalized delta rule used for
training a DANN. The model of an ANN used
for regression analysis is shown in Fig. 2.1.
Herein, the network consists of three layers:
input, hidden, and output layer. For the ease of
presentation, a DANN with two inputs (x; and
X2) is used. Herein, the network consists of two
hidden layers. The 1% hidden layer has three
neurons; the 2" hidden layer includes two
neurons. There are three weight matrices in this



H.Nhat Duc, T.Xuan Linh, N.Quoc Lam / Tap chi Khoa hoc va Cong nghé Dai hoc Duy Tan 3(58) (2023) 23-30 25

network: W® (which is the weights connecting  weight matrices to fit the collected dataset at
the input to the hidden layer), W@ (which  hand. Herein, the sigmoid function is used as
connects the two hidden layers), and W® the activation function ¢() in the hidden layers.
(which connects the hidden to the output layer).
The training phase aims at adapting these two

Fig. 2.1 The model of a DNN used for regression analysis

The three weight matrices in the network are given by:
iy W W @ W@ W@ W@
@ O WO WO @ _| M Wiz Wis Wi ®) 3 W@ W
W™ =1 wy Wy, Wy [, W = ,andW ™ = w™ w,™ w; (3)
w2 w® W@ we
) o) no(D) 21 Wo2 WW23 YWo4
W31 W32 W33
Let denote M1 and M; as the number of neurons in the two hidden layer. Dx is the number of
input variables. The size of the weight matrices can be specified as follows:
(i) The size of W is Mix(Dx +1).
(ii) The size of W@ is Max(M; +1).
(iii) The size of W® is 1x(M; +1).
Given an input signal X, the input Z&, weighted sum of the input VY, and output Y& of the 1%
layer are presented as follows:

29 =[z, 22, 27 =[x, %11 ()

1 1 1 1
VO =@ v ] 5)

D
where Vi =z xw + 287 xw + 287 xw) = > 78 xw
d=1

D
v =z xw) + 20 xwl) + 280 xwiy =Dz xwjy
d=1
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D
O _ 50 @ 4 7@ @ 4 2@ @ N @ D
v = 20 x Wl + 280 x W) + 280 x Wi _sz x Wi
d=1

v <[y, g,y ®
where v =o(”) v5? =o(vi") Y5’ =o0(v;’)

Herein, ¢() denotes the sigmoid activation function, which is given by:
1

P(X) =—— )
l+e
The derivative of ¢(x) with respect to x is as follows:
0
L = p(x)x (1= p(¥)) ®)
OX
The input Z@, weighted input V@, and output Y@ of the 2" layer are given by:
29 =[2?,27,25",21=[2", 2", 25" 1] 9
2
where z&® = y® 2@ =yP P oy® 7P =1
VO =[v?,v;"] (10)
4
where v{? =zPw? + z22W? + zPwWE + 2w = > 2w
u=1
D = 200 + 2D + 2P+ 2P = 2P
u=1
Y@ =[y?, yiP1=[p(?), p(v?)] (11)
The input of the 3" layer is given by:
29 =[2?,23,291=[z", 2" 1] (12)

The weighted sum of the input of the 3" layer is as follows:
3
VP =2 xw® + 29 x Wl + 20 xwi¥ =20 xw® + 200 xw + 280 xwi? =3 70w (13)
u=l

Since this is the last layer of the network, we simple have the following equations:
1) =vPand y=y;” (14)

The above equations are used to compute the response of a DANN model with respect to an
input X. The next step is to employ the backpropagation framework to update the network’s weight
matrices. To do so, we need to calculate 4 for each node in each layer. The A in the last layer is
given by:

AV =g (W) xe? =1xe® =e=t-y (15)
where t and y denote the observed and the predicted output, respectively.

Hence, according to the generalized delta rule, the weight matrix in this layer is revised as
follows:

W =w® +axexz? (16)
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Since the 2" layer includes two neurons and the sigmoid activation function is used, the A in the
second layer is given by:

AP = @' () xe® = y? (1-y) x (W?e®) = y;? (1- y{?) xex (w?) (17)

AP = ' (v)xef? = Y12 (1 y) < (wEe) = Y2 (- y£2) xex (ws?) (18)

Accordingly, the 1% row of the weight matrix in the 2" layer is updated as follows:

WO = WD +ax A? x2® = w® +ax A? x 2? (19)
— eyl Ly xex () x 2

where @' (V) = (V@) x (1-p(v?) = y@ 11— y?) because ¢() is the sigmoid function.

Similarly, the 2" row of the weight matrix in the 2" layer is revised as follows:

WO =W +ax AD x 2@ =w? +axAD x 2 (20)
W@ @y (- y2) e (w?) x 217

Because the 1% layer consists of three neurons, the A in this layer is given by:

1 1 1 1 1 1 1

A =g () e =y -y el @
1 ' 1 1 1 1 1

A =g () xel? =y (- y) xef @)
1 1 1 1 1 1 1

A = g (U0 el =y (1) el @)

According to the generalized delta rule, we have the following set of equations:
1) 2)A(2 2)A(2 1) _ 2)A(2 2)A(2 @) _ \p(2)4(2) (2)4(2)

o) = w6 +wile?, e =wiPe® +wide? and e =wiPe® +wded  (24)

. : 0 N2 ey (e
In general, e, of the k™ layer is revised as follows: e{ = > w("el*® (25)
u=1

where Mg+1 is the number of neuron in the next layer.
Accordingly, the each row of the weight matrix in the 1% layer is revised as follows:

Wl(é) = Wl(&) +a x A(zl) X Z\El) = Wl(\}) +ax yl(l’ @a- yl(l)) X el(l) X Z\fl) (26)
WS =W +ax AY x 20 =W + ax yP (1 yP) < el x 2 (27)
W =Wl +ax AD x 20 =wl) +ax yP (1-yP)xel xzW (28)

where v in these equations runs from 1 to Dx + 1; Dx is the number of input features. The last
element of the vector Z® is always equal to 1 which corresponds to the bias in the 1% layer.

In general, the element of the weight matrix in the 1% layer is revised as follows:

D) _ @ @ (3] () ()
Wuv _Wuv +0(qu (1_yu )Xeu ><Zv (29)

In summary, the training phase of the used 2: Prepare the training input (X) and output
DANN model is presented in the following  (T)

pseudo code: 3: Randomly initialize the weight matrices

1. Normalize the dataset using Z-score  Wo, Wi, W2
equation
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4: Set the learning rate (o) and the maximum
number of training epochs (MaxEp)

5: For k =1 to MaxEp

6: For each data sample (xi , ti)in the training
set:

7: Compute the predicted output i, refer to
equations (4-14)

8: Revise Wo, W1, Wo, refer to equations (15-29)

H.Nhat Duc, T.Xuan Linh, N.Quoc Lam / Tap chi Khoa hoc va Cong nghé Dai hoc Duy Tan 3(58) (2023) 23-30

9: End for
10: End for

In the above pseudo code, the three weight
matrices of the DANN are denoted as Wo, Wi,
W>. Herein, the index starts from 0 since the
program is coded in Visual C#. The code used
to revise these matrices is demonstrated in Fig.
2.2, Fig. 2.3, and Fig. 2.4.

double e2 = t - y;
double delta2 = e2;
for (int u =
{

W2[@e, u] =
i

@; u < M[1] + 1; u++)

W2[®, u] + alpha * delta2z * 72[u, @];

Fig. 2.2 The C# code used for updating the weight matrix W-

var el = new double[M[1], 1];

B

for (int v = @; v < M[1]; v++)

}
i

for (int k = @; k < M[1]; k++)
{
el[k, ©] = e2 * W2[0, k];
}
var deltal = new double[M[1], 1]
for (int k = 8; k < M[1]; k++)
{

deltal[k, @] = Yi[k, 8] * (1 - Yi[k, 0]) * el[k, 0];

// wM.PrintMatrix("deltal”, deltal);

for (int u = @; u < M[@] + 1; u++)

Wl[v, u] = W1l[v, u] + alpha * deltal[v, @] * Z1[v, ©];

E

Fig. 2.3 The C# code used for updating the weight matrix W1

var e@ = new double[M[®], 1];

for (int v = @; v < M[0O]; v++)

// mM.PrintMatrix("ee", e@);

¥

for (int u = @; u < M[O]; u++)

{
b

¥

{
// at row v
for (int k = @; k < M[1]; k++)
{
ed[v, 8] = ed[v, @] + el[k, @] * Wi[k, v];
b
¥

var delta® = new double[M[@], 1];
for (int v = @; v < M[0O]; v++)
{

delta@[v, @] = ed[v, @] * Yo[v, @] * (1 - Yo[v, 0]);

for (int v = @; v < (Dx + 1); v++)

Wolu, v] = We[u, v] + alpha * delta®[u, @] * Zo[v, @];

Fig. 2.4 The C# code used for updating the weight matrix Wo
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3. Model application

In this section, the DANN-based regression
model is used to predict the shear strength of
soil, which is a crucial property related to its
capacity to resist failure. To train and test the
DANN model, a dataset [24], including 249
samples, were used. The depth of sample, sand
proportion, loam proportion, clay proportion,
moisture content, wet density, dry density, void
ratio, liquid limit, plastic limit, plastic index,
and liquidity index are the 12 factors used for
predicting the shear strength of soil (kg/cm?).

The DANN are trained over 1000 epochs
and the learning rate is 0.01. Six neurons are
used in each hidden layer. Herein, 10% of the
samples are used as the testing data; 90% of the

samples are employed to train the model. Table
1 summarizes the model’s prediction results.
The root mean square error (RMSE), mean
absolute percentage error (MAPE), and
coefficient of determination (R?) [25] are used
for assessing the results. Table 1 also includes
the prediction outcome of a shallow ANN with
12 neurons. This ANN model is also trained
over 1000 epochs and with the learning rate of
0.01. Observably, with the same number of
neurons, the DANN is able to achieve the
performance better than that of the ANN. The
DANN can explain 70% of the variance in the
soil’s shear strength and its MAPE is very close
to 10%.

Table 1. The prediction results of the machine learning models

Indices ANN DANN
RMSE 0.049 0.048
MAPE (%) 11.39 10.28
R? 0.67 0.70
4. Conclusion incorporated with nano-silica”. Environmental
Science and Pollution  Research, DOl:

The DANN is a highly potential method for
fitting complex functional mapping tasks in
civil engineering. This study presented the
generalized delta rule for training a DANN
model. This rule significantly simplified the
formulation of the training process of a DANN
featuring multiple hidden layers. Therefore, it
can help facilitate the construction of computer
programs based on the DANN. In this study, a
DANN model was developed in Visual C#
NET and applied to estimating the shear
strength of soil samples. Experimental results
show good performance of the DANN model in
comparison with the shallow ANN model.
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