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Abstract  
The compressive strength (CS) of concrete mixes is a crucial parameter. This paper aims to construct an artificial neural 
network (ANN) model for interval estimation of the CS of concrete blended with ground granulated blast furnace slag 
(GGBFS). The nonlinear regression based method is employed to derive the prediction intervals. A historical dataset, 
including 533 samples, is used to train and test the ANN approach. The contents of cement, GGBFS, water, plasticizer, 
coarse aggregate, and fine aggregate are input variables which are used for estimating the CS values at different ages. 
The model is developed in Python by the authors and deposited in Github repository.  Experimental results show that 
the ANN model with 8 neurons is able to achieve good prediction performance with a coefficient of determination of 
91%. In addition, the prediction interval with a 90% confidence level can capture roughly 91% of the testing data 
samples. 
Keywords: Concrete strength, Blast furnace slag, Artificial neural network, Prediction interval. 

Tóm tắt   
Cường độ chịu nén là một thông số rất quan trọng của hỗn hợp bê tông. Nghiên cứu của chúng tôi xây dựng một mô 
hình mạng thần kinh nhân tạo để ước lượng theo khoảng cường độ chịu nén của hỗn hợp bê tông trộn với xỉ hạt lò cao 
nghiền. Phương pháp dựa trên hồi quy phi tuyến tính được sử dụng để tính toán các khoảng dự đoán. Một bộ dữ liệu, 
bao gồm 533 mẫu, được sử dụng để huấn luyện và kiểm chứng phương pháp được đề xuất. Hàm lượng xi măng, 
GGBFS, nước, chất hóa dẻo, cốt liệu thô và cốt liệu mịn là các biến đầu vào, được sử dụng để ước tính các giá trị cường 
độ chịu nén ở các độ tuổi khác nhau. Mô hình đã được các tác giả phát triển bằng Python và được lưu trữ trong Github. 
Kết quả thực nghiệm cho thấy mô hình mạng thần kinh nhân tạo với 8 nơ-ron có khả năng dự báo tốt với hệ số xác định 
là 91%. Ngoài ra, khoảng dự đoán với mức độ tin cậy 90% có thể bao phủ được khoảng 91% mẫu dữ liệu thử nghiệm. 
Từ khóa:  Cường độ bê tông, Xỉ lò cao, Mạng thần kinh nhân tạo, Dự báo theo khoảng. 
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1. Introduction 

Artificial neural network (ANN)-based 
models have been widely employed as a 
nonlinear regression tool for the prediction of 
concrete compressive strength (CS) [1]. 
However, the vast majority of ANN-based 
models dealt with point estimations of the CS, 
without the concern of expressing the degree of 
confidence associated with them. To better 
support the decision making in concrete mix 
design, construction engineers and researchers 
should be provided with the uncertainties 
associated with the point estimations. These 
uncertainties are often characterized by interval 
forecasting techniques, which are used to derive 
a prediction interval (PI). A PI refers to a range 
of values in which an estimated random 
variable is expected to fall with a specific 
coverage probability (e.g., 95%). This 
probability is often known as the confidence 
level (CL) [2]. In addition, the width of the PI 
also expresses information regarding the 
uncertainty of the prediction. Hence, for a 
certain CL, the narrower the width of the PI is, 
the more accurate the prediction outcome is. 

This study first constructs an ANN model in 
Python and then incorporates the nonlinear 
regression-based approach for estimating the 
PI. The constructed model is trained and 
verified by a historical dataset that includes 533 
samples. This dataset was compiled in [3]. The 
contents of cement, GGBFS, water, plasticizer, 
coarse aggregate, and fine aggregate are 
independent variables, which are employed for 
predicting the CS values at different ages. The 
developed model is uploaded to the Github 
repository and can be openly downloaded. The 
subsequent sections of the paper are organized 
as follows: The second section reviews the 
research method; the third section reports the 
experimental results; the last section 
summarizes the study with several concluding 
remarks. 

2. Research method 

2.1. Prediction intervals 

Prediction intervals (PIs) are bounds of an 
estimated variable (e.g., the CS of concrete 
mixes) constructed from a collected dataset. PIs 
enclose a point estimation within a lower bound 
(LB) and an upper bound (UB) with a given 
probability or CL [2]. Thus, it is able to express 
the probability of an estimated value as follows: 

CLUBYLB =≤≤ )Pr(                      (1) 
To assess the quality of the constructed PI, 

Prediction Interval Coverage Probability 
(PICP) is used. This index measures the 
percentage of the predicted variables which lie 
within the LB and UB of the PI [4]. PICP is 
computed as follows: 
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where N is the number of data samples; iχ = 1 
if ],[ iii UBLBy ∈  and iχ = 0 otherwise. 

For a given CL, the narrower the PIs are, the 
more useful they are. It is because narrow PIs 
contain less uncertainty and convery more 
information about the predicted value of the CS 
of concrete. Therefore, mean width of 
prediction interval (MWPI), which computes 
the average width of the PIs, is also used for 
evaluating the prediction results [5]. MWPI is 
given by: 
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2.2 Artificial neural network for regression 
analysis 

For point estimation of a target variable, an 
ANN model with an input, a hidden layer, and 
an output layer can be used [6]. At the 1st 
hidden layer, the input )( )1(

iz , weighted sum of 
input )( )1(

iv , and output )( )1(
iy  can be computed 

as follows [3]: 
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where fA is an activation function (e.g. sigmoid 
function); ][ )1(

,
)1(

kiwW =  (with Mi ,...,2,1=  and 
1,...,2,1 += Dk ) denotes the matrix of the 

synaptic weights connecting an input node to a 

neurons in the hidden layer. M denotes the 
number of neurons in the hidden layer. 

At the output layer, the predicted variable is 
given by: 
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where M is the number of neuron in the last 
hidden layer.

 

][ )2()2(
kwW = ( k = 1,2,…, M+1) is 

the matrix of the synaptic weights connecting a 
neuron in the hidden layer to the output neuron. 

The squared error loss (SEL) is often used 
for training the ANN model, this loss function 
is given by: 

2)(
2
1 ytL −=                 (8) 

where t denotes the actual value of the 
depended variable. 

To adapt )1(W  and )2(W , the gradient 
descent and error backpropagation algorithms 
can be used. These algorithms requires the 
computation of the derivative of L with respect 
to each synaptic weight )1(

,/ kiwL ∂∂  and 
)2(

,/ kiwL ∂∂ . To calculate those derivatives, the 
generalized delta rule can be employed [7]. In 
general, element of the two weight matrices are 
revised as follows: 
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where ξ  denotes the learning rate parameter. 

2.3. Interval estimation with artificial neural 
network regression 

The construction of PIs for the ANN regression 
model in this study relies on the method of [8], 
which is based on the theory of nonlinear 
regression. The review work of [9] is highly useful 
for explaining the method used in [8]. The 

( α−1 )% PI for an estimated yi is computed as 
follows: 
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where α×−
−

5.01
pnt  denotes the ( α5.0 ) quantile of a 

cumulative t-distribution function with pn −  
degrees of freedom [9]. F is the Jacobian matrix 
of the ANN model with respect to its synaptic 
weights. 

An asymptotically unbiased estimate of the 
variance of random errors (ε ) is given by [8]: 
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where P is the number of the model’s 
parameters. 

3. Results and discussions 

In this study, to evaluate the performance of 
the ANN model in point estimation, the indices 
of RMSE, MAPE, and R2 are used. These 
indices are given by: 
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where ti and yi are the actual and predicted variable of the ith data point, respectively. N denotes the 
number of the data points. 

 
  … 

         
 … 

Fig. 3.1 The model’s class coded in Python 
 

 
Fig. 3.2 The function used for computing prediction intervals 
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Fig. 3.3 Interval estimation of concrete blended with GGBFS 

The general steps for estimating the CS of 
concrete in this study are as follows: (i) The 
dataset is randomly divided into a training 
(90%) and testing set (10%); (ii) an ANN 
model is trained by the samples in the training 
set; the performance of the trained model is 
evaluated via the indices of RMSE, MAPE, and 
R2; (iii) the index of εs  is computed by Eq. 11. 
The CL is selected (e.g., 90%). The PI for the 
training and testing sets are calculated; and (iv) 
the quality of the PI is evaluated by the metrics 
of PICP and MWPI. It is noted that the model 
has been developed in Python and stored in 
Github repository. The illustration of the 
model’s class is provided in Fig. 3.1. The 
function employed for computing the PI is 
demonstrated in Fig. 3.2.  

A dataset, that includes 533 samples and 
seven predictor variables, is used [3]. The 
contents of cement, GGBFS, water, plasticizer, 
coarse aggregate, and fine aggregate are 
utilized for predicting the CS values at different 
ages. In this study, the ANN model includes 8 
neurons in the hidden layer; it has been trained 
during 100 epochs and the learning rate is set to 
be 0.1. The training performance of the model 
is as follows: RMSE = 3.89; MAPE = 8.05%; 
and R2 = 0.96. The testing performance of the 
model is as follows: RMSE = 5.00; MAPE = 

10.66%; and R2 = 0.91. The CL for computing 
PIs of the model is set to be 90%. The PICP 
values of the training and testing phases are 
95.62% and 90.74%, respectively. In addition, 
the MWPI values for the training and testing 
data samples are 14.90 MPa and 15.93 MPa, 
respectively. These outcomes demonstrate that 
ANN is a capable tool for interval estimation of 
the CS of concrete mixtures. 

4. Conclusions 

The CS of concrete mixes is a crucial 
parameter, required to be estimated during the 
mixture design phase. This study employed 
ANN and nonlinear regression-based method 
for constructing the PI of the CS values. A 
historical data, including 533 samples and 
seven features, was used to train and test the 
built model. Experimental results show that the 
ANN model is capable of explaining roughly 
91% variation in the CS of GGBFS-blended 
concrete mixes. In addition, the ANN model 
also yielded reliable PIs of the CS values with 
PICP of 90.74% for the CL of 90%. The future 
extensions of the current work include the use 
of other advanced methods for constructing PI 
for ANN regressor and the employment of 
other state-of-the-art optimizers for training the 
ANN models. 
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Supplementary material 

The Python code and the dataset used to 
support the findings of this study have been 
deposited in the Github repository at: 
https://github.com/NHDDTUEDU/ANNR_PI_CS. 
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