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Abstract  

This research work aims at developing a logistic regression based data classification model. This model method is 

developed in Excel VBA to ease its practical implementations. The newly developed program has been tested with two 

basic data classification tasks. 
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Tóm tắt 

Bài báo xây dựng một công cụ hồi quy logistic được sử dụng cho phân loại dữ liệu. Mô hình này được phát triển trên 

nền tảng Excel VBA để nâng cao tính ứng dụng của nó trong thực tiễn. Chương trình hồi quy logistic đã được kiểm 

chứng với hai ứng dụng phân loại cơ bản. 

Từ khóa: Mô hình hồi quy logistic; phân loại dữ liệu; Excel VBA; Xây dựng dân dụng. 

1. Introduction 

 Data classification is an important task in 

civil engineering. This task significantly helps 

enhance the effectiveness of the decision-

making process and productivity during various 

phases of a project. A variety of data-driven 

methods have been successfully proposed and 

verified to deal with complex problems such as 

concrete strength estimation [1-3], pile bearing 

capacity estimation [4, 5], prediction of 

behavior of reinforced concrete elements [6, 7], 

damage recognition [8, 9], estimation of 

concrete’s mechanical properties [10, 11], etc.  

Among these data-driven methods, logistic 

regression model still plays an important role 

due to its simple structure and ease of 

implementation. This method is a statistical 

model that helps derive the probability of one 

event (out of two alternatives) [12]. For 

instance, Kim et al. [13] develops a logistic 

regression model for estimating sinkhole 

susceptibility due to damaged sewer pipes. 
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Hoang [14] relied on this statistical model for 

detecting asphalt pavement raveling. A Visual 

C# based stochastic gradient descent logistic 

regression software program for classifying 

data has been developed in [15]. Computer 

vision based approaches for concrete spall 

detection that utilizes the method of interest has 

been put forward in [16] and [17]. 

Although various models based on the 

logistic regression have been proposed, few 

studies have dedicated to developing a logistic 

regression model for data classification in 

Excel Visual Basic for Applications (VBA). 

Microsoft Excel is a popular tool for 

performing calculations in civil engineering.  

Therefore, the ability of constructing logistic 

regression models in Excel can be helpful for 

practicing engineers who wish to apply this 

statistical method to deal with various data 

classification problems. 

2. Logistic regression developed in Excel VBA 

A logistic regression model relies on the 

logistic function to compute the probability of 

an event (out of two alternatives). The formula 

of the logistic function is given by: 
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data sample, the corresponding probability of 
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where 

DD xwxwxwxwz  ...221100 ; the 

vector ],...,,,[ 210 Dwwwww   denotes the 

model weight. The Dwww ,...,, 21  correspond to 

D features of a data sample. The quantity 0w is 

the bias. w.x denotes the dot product of these 

two vectors. 

Let t denote the target class label (t is either 

0 or 1), the L2 loss function used to train a 

logistic regression model is given by: 
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Herein, we rely on the gradient descent 

computation [18] to adapt the vector w of a 

logistic regression model. To do so, it is 

required to compute the partial derivative of the 

loss function L with respect to each element wi 

of the vector w. Based on the chain rule, this 

partial derivative can be stated as follows: 
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equation is equivalent to the following one: 
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Accordingly, the equation used to adapt the 

model weight is given by:  
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where   denotes the learning rate parameter. 

In general, the steps used to construct a 

logistic regression model are as follows: (i) 

Specifying a dataset including a matrix of 

feature x and a matrix of target t, (ii) Generate 

an initial value of w randomly, and (iii) 

Adaptation of w using the equation 6. The 

Unified Modeling Language (UML) diagram of 

the Logistic Regression class coded in Excel 

VBA is presented in Fig. 2.1. The function used 

to train a logistic regression model in Excel 

VBA has been demonstrated by Fig. 2.2. 

Herein, the function named 

“Predict_Probability ()” is used to compute the 

quantity Logistic(z) stated in equation 2. 



Hoang Nhat Duc / Tạp chí Khoa học và Công nghệ Đại học Duy Tân 5(54) (2022) 110-115 112 

Logistic Regression

Feature Set X: Array

Target Class T: Array 

Model Weight W: Array

Max. Iteration MI: Integer

Learning Rate α: Double

Training Sample Size N: Integer

Number of Features D: Integer

Get_X(): Array

Get_T(): Array 

Compute_W(): Array

Predict_Probability(): Array

Predict_Label(): Array

Get_TrainingAccuracyRate(): Double

Compute_AccuracyRate(): Double
 

Fig. 2.1 The UML diagram of the Logistic Regression class 

 

 

 

Fig. 2.2 The function used to train a logistic regression model in Excel VBA 

3. Model applications 

In this section, the logistic regression model 

developed in Excel VBA is used to classify 

datasets in two applications. The first 

application involves categorizing a dataset 

including two variables X1 and X2 as shown in 

Table 1 (for training data) and Table 2 (for 

testing). Herein, X0 is for computing the bias 

element w0 in w.  
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Table 1. The training dataset in the first application 

X0 X1 X2 T P(Y=1) Y 

1 1.00 5.00 0 0.14 0 

1 1.50 6.00 0 0.12 0 

1 2.50 5.50 0 0.28 0 

1 3.50 7.00 0 0.26 0 

1 5.00 3.00 1 0.92 1 

1 3.50 2.00 1 0.87 1 

1 3.30 3.20 1 0.74 1 

1 4.20 2.50 1 0.90 1 

1 3.80 3.30 1 0.80 1 

Table 2. The testing dataset in the first application 

X0 X1 X2 T P(Y=1) Y 

1 1.2 8.8 0 0.02 0 

1 4.3 4.9 1 0.69 1 

1 1.4 6.8 0 0.07 0 

1 5.3 3.2 1 0.93 1 

 

In Tables 1 and 2, T denotes the target 

output class; T = 1 denotes the event of the 

positive class. P(Y=1) is the probability of the 

event Y = 1. Y denotes the predicted class label. 

The logistic regression model has been trained 

during 10 iterations and with the learning rate = 

0.5. The optimized w = [0.3995, 0.7720, -

0.5961]. With this value of w, the logistic 

regression model achieves a classification 

accuracy rate = 100% for both training and 

testing data samples.  

The second applications involves the 

prediction of groutability of granular soil [19]. 

Ten data samples extracted from [19] has been 

used to train the logistic regression model. 

Herein, the D10soil (X1) and d90grout (X2) are 

used to determine the state of groutability. The 

training and testing datasets are shown in Table 

3 and Table 4. The optimized w = [-1.59885, 

259334, -0.20492]. With this value of w, the 

logistic regression model achieves a 

classification accuracy rate = 90% for the 

training dataset and 70% for the testing dataset. 

Table 3. The training dataset in the second application 

X0 X1 X2 T P(Y=1) Y 

1 2.50 0.04 1 0.99 1 

1 1.28 0.04 1 0.85 1 

1 0.60 0.04 1 0.49 0 

1 0.76 0.04 1 0.59 1 

1 0.76 0.04 1 0.59 1 

1 0.32 0.04 0 0.31 0 

1 0.32 0.04 0 0.31 0 

1 0.32 0.04 0 0.31 0 

1 0.32 0.04 0 0.31 0 

1 0.32 0.04 0 0.31 0 
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Table 4. The Testing dataset in the second application 

X0 X1 X2 T P(Y=1) Y 

1 0.54 0.04 0 0.45 0 

1 0.60 0.04 0 0.49 0 

1 0.76 0.04 1 0.59 1 

1 0.12 0.00 1 0.22 0 

1 0.11 0.00 0 0.21 0 

1 0.12 0.00 1 0.22 0 

1 0.54 0.04 0 0.45 0 

1 0.60 0.04 0 0.49 0 

1 0.76 0.04 1 0.59 1 

1 0.76 0.04 0 0.59 1 

4. Conclusion 

Data classification is a crucial task in civil 

engineering. This paper has developed and 

verified a logistic regression model developed 

in Excel VBA to assist the decision-making 

process involving pattern classification. The 

capability of this a logistic regression model 

has been demonstrated via two simple pattern 

classification problems. Future extensions of 

the current work may consider the applications 

of the logistic regression model in multi-class 

pattern classification problems and other 

advanced algorithms for training the model. 

Supplementary material 

The Excel VBA code of the program can be 

accessed at:  

https://github.com/NDHoangDTU/LR_Exce

lVBA 
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